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Numerical simulations of two-dimensional plasma flows induced by dielectric barrier discharge plasma actuators in quiescent air are 
conducted with two different body force models: Suzen-Huang (S-H) model and drift-diffusion (D-D) model. At the low peak-to-peak 
voltage of 7kV, the D-D model shows high maximum induced velocity, however, more compact body force distribution and less driven 
flow than that of the S-H model with Dc = 0.0117, which was experimentally validated. Through the horizontal velocity fields and the 
momentum increment, the results show that the D-D model at 10kV generates the most similar flow field to the S-H model only in the 
downstream region of the covered electrode, where the induced flow structure is not fully developed because of the insufficient 
computational time. 
 

1. Introduction 
  Active flow control utilizing plasma generators has raised much interest 
for its high availability and feasibility, dielectric barrier discharge plasma 
actuator (DBD-PA) is such a typical device for flow control, which only 
consists of two electrode and a dielectric layer between them, see Fig. 1(a). 
Due to the thin and light structure, DBD-PA can be attached on any flat or 
curved surfaces, corner or edge, where flow separation control is 
considered,1-4 more importantly, without changing the original shape of an 
object. In recent 20 years, an increasing number of studies are conducted 
not only on separation control in Fig. 1(b,c), but also on noise reduction,5 
drag reduction6  and flow transition delay.7 
  DBD-PA, in this paper a single asymmetric DBD-PA as we concerned, 
typically can generate a wall jet with the maximum velocity up to around 
10m/s when the voltage and the base frequency of operating alternating 
current (AC) is 5-20kV (peak to peak) and 1-10kHz respectively. The 
ionization effect is largely determined by the applied voltage as well as the 
electric permittivity of dielectric layer. The mechanism of plasma-assisting 
flow control is believed as follows, the interaction of the ionized gas and 
neutral air result in an electrohydrodynamic body-force vector field 
coupling with the momentum transfer in the external flow at the 
downstream of the exposed electrode.8-11  
  To understand the flow phenomena with the plasma-induced body force, 
many research have made a great effort on the body-force modelling,4,12-14 

specifically, the spatio-temporal distribution of the body force, which can 
be incorporated into high-fidelity flow simulation.2,7,15,16 The early models 
for body force field generated by a single DBD-PA, proposed by Massines 
et al.12 and Roth et al.,13 are one-dimensional (1-D) based on static 
formulation and does not account for the presence of the charged particles, 
therefore it barely fit to 2-D or 3-D applications. Furthermore, serval 
semiempirical models of 2-D plasma flow modelling, using linear,14 
exponential functions,10,11 and Gaussian distribution4 of the spatial decay for 
the 2D body force component are reviewed by Corke et al.17 
  Experimental methods to investigate the body force production are 
largely employed with the flow measurement technics, the body  
force vector can be determined in Navier-Stokes momentum equation with 
the measured velocity,18,19 using particle image velocimetry (PIV) and laser 

doppler velocity (LDV).  
  Simulation-assisted studies including simple analytical models are 
mainly discussed in current paper. Suzen and his colleagues4  proposed the 
electrostatic model as the following equation derived from Enloe et al.’s, 10 

                   𝒇" = 𝑄%𝑬" = 𝑄%(−∇𝜙),               (1) 

where 𝒇"  and 𝑬"  denotes body force vector and electric field vector, 
respectively. The force is contributed by two different parts: the external 
electric potential 𝜙 and the electric field created by the net charged density 
𝑄%. The net body-force obtained by the analytical solution of Suzen-Huang 
(S-H) model is well validated by the experimental results,20 however, the 
model ignored the complex plasma chemistry which leads to the highly 
unsteady forcing on the plasma flow. 
  In contrast, the charged-particle models associated with the first-
principles fully-coupled approaches, considered the ordinary force 
diffusion, drift motion and Coulomb acceleration of electrons, and positive 
and negative ions, respectively. The so-called drift-diffusion (D-D) model 
was first developed for the physical modelling,21-23 which focused on 
the electric-field effects on the charged particles. More recently, in spite of 
the time-consuming computing, D-D model was widely applied in the 
simulation of DBD-PA induced body-force field, 9,24 however, few 
researches have input the D-D body force into flow simulation. Gaitonde et 
al.25 conducted plasma-based stall control simulations with coupled first-
principles approaches that largely reduced the complexity of the broad-
spectrum problem. Nonetheless, the induced flow field of high temporal 
resolution during a single discharge cycle still remains unclear. 

  On the other hand, the analytical S-H models4 and Shyy models14 of low 
temporal resolution are well incorporated into the numerical flow 
simulations of Asada et al.15,16,20 and Visbal et al.2,7 for their simplicity. The 
extra body force term in the Navier-Stokes equations include the parameter 
𝐷%  representing the scaling of the electrical to inertial forces. 𝐷%  from 
another perspective describes the strength of body force, however, it is given 
empirically for each case considered. As to the transient accuracy of DBD-
PA-induced flow, the S-H model utilizes the smooth and symmetrical 
sinusoidal function, while the D-D model shows the totally different 
discharge density in positive-going and negative-going phase of the applied 
AC power, 24 which is more reliable as it matches better with the 
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experimental observation.26  
  To investigate the effect of the sophisticated D-D model on the high-
resolution flow simulations, this research carries out a comparison between 
the D-D model and the S-H model in quiescent air, of which the latter one 
has been largely employed in our previous research.15,16,20  

 
Fig. 1. (a) Sketch of DBD-PA, (b) wind tunnel test on airfoil, figures 

adapted with permission from Fujii (2018).27 (c) DBD-PA attached on 
the leading edge of a small model plane, figures shot in a flight test.  

 
2. Methodology 
2.1. Governing equations of fluid dynamics 
  The near-wall flow field driven by the plasma flow of DBD-PA in the 
quiescent air is described by the two-dimensional (2D) compressible 
Navier-Stokes equations, augmented by the terms representing the local 
forcing on the ionized region above a flat plate. The non-dimensional forms 
of the continuity, momentum, and energy equations, as well as the ideal gas 
equation are written as 

𝜕𝜌
𝜕𝑡 +

𝜕𝜌𝒖3
𝜕𝑥3

= 0,																																							(2) 
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𝑝 = (𝛾 − 1)(𝑒 − 0.5𝜌𝒖3𝒖3)																														(5) 
where 𝒙" represents the position vector, 𝒖" the velocity vector, 𝒒3 the 
heat flux vector, 𝜌 the density, 𝑝 the static pressure, 𝑒 the total energy 
per unit volume, 𝝉"3 the stress tensor, 𝜹"Q the Kronecker delta, 𝑺" the 
body force vector, 	𝛾  the ratio of specific heats, 𝑡  the time. In 2-D 
Cartesian system, the subscript i, k, l denotes the wall-parallel and wall-
normal direction. The above terms are all non-dimensional, the body force 
term 𝑺" is normalized by 

𝑺" =
1

𝜌RST𝑈RSTK
𝒇",																																					(6) 

where the net force 𝒇" is computed in Eqn. (1).  
  D@  is the non-dimensional parameter, representing the ratio of the 
electrical force of the fluid to its inertial force, see details in the next section. 
In addition, the Reynolds number (Re), the Prandtl number (Pr), and the 
Mach number (MJ), are defined as follows, 

Re =
ρXYZUXYZLXYZ

µXYZ
, Pr =

µXYZC_
κXYZ

,MJ =
UXYZ
aXYZ

														(7) 

where µ is the viscosity, L is the length, U is the velocity, acdZ is the 
speed of sound, C_ is the specific heat at constant pressure, and κXYZ is 
the thermal conductivity; the subscript inf indicates the reference values.  
 
2.2. Suzen-Huang body force model  
  In this section, the spatial distribution of body force 𝑺" in Eqn. (3) 
and (4) is presented by S-H model.4 As we introduced from Eqn. (1), the 

body force vector is computed by multiplying the charge density 𝑄% and 
electric field vector 𝑬", which are solved in the Maxwell’s equations of the 
external electric potential 𝜙 and the charged particle potential, respectively, 
as follows: 

∇ ∙ (𝜀R∇𝜙) = 0,																																				(8) 

∇ ∙ (𝜀R∇𝑄%) =
𝑄%
𝜆iK
,																																	(9) 

where 𝜀R denotes the relative permittivity of the dielectric layer, and 𝜆i 
denotes the Debye length. The boundary conditions of Eqn. (8) at the 
exposed electrode and Eqn. (9) on the wall above the covered electrode are 
shown in Fig. 2(b), can be written as  

𝜙(𝑡) = 𝜙klm𝑓(𝑡),																																				(10) 
                 𝑄%,o(𝑥, 𝑡) = 𝑄%klm𝐺(𝑥)𝑓(𝑡),																						(11) 

respectively, where 𝜙klm  and 𝑄%klm  are the maximum values of the 
external electric potential and the charge density, respectively. These two 
parameters controlling the strength of the plasma actuator’s effects can 
be calibrated using available experimental data.10  

 
Fig. 2. (a) Spatial and temporal distribution of body force in S-H 
model. (b) Boundary condition of charged particle in S-H model, 

following a half Gaussian distribution.4 
 
  The spatial distribution of the charged particles is given by a half 
Gaussian function 𝐺(𝑥) and the temporal variation of both Eqn. (10) and 
(11) can be a sine wave form 𝑓(𝑡) = sin	(2𝜋𝜔𝑡), here 𝜔 is the base 
frequency of AC power, therefore |𝒇"| ∝ sinK	(2𝜋𝜔𝑡), as it is described 
in Fig. 2(a). 
  After substituting the solution of Eqn. (8) and (9) into Eqn. (1) and (6), 
we obtain the non-dimensional body force 𝑺", of which the magnitude is 
represented by multiplying the non-dimensional parameter D@, here it is 
defined as 

			D@ =
Q@yz{Eyz{LcdZ
ρcdZUcdZK

,																														(12) 

Eyz{ = (−∇ϕyz{)  and Q@yz{  are the maximum magnitude of the 
electric field vector and the particle charge, respectively. To choose the 
appropriate D@  value, Aono et al.20 conducted many comparison cases 
between the experiments and the pre-computation of the S-H model. 
 
2.3. Two-dimensional drift-diffusion model  
  Notwithstanding the capability of the D-D model in 3D body force 
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simulation by Nishida et al.,24 in this study we conduct the model 
comparison in 2D simulation for convenience and simplicity. We consider 
the electron, the positive ion, and the negative ion with a basic plasma 
chemistry including electron impact ionization, attachment, and 
recombination. The time-dependent continuity equations for electron and 
ions with a D-D flux are coupled with Poisson equation. The governing 
equations are written as, 
𝜕𝑛S
𝜕𝑡 + ∇ ∙

(−𝑛S𝜇S𝑬 − 𝐷S∇𝑛S) = (𝛼 − 𝜂)𝑛S|𝑣S| − 𝑟S�𝑛S𝑛�, 

(13) 

𝜕𝑛�
𝜕𝑡 + ∇ ∙ �𝑛�𝜇�𝑬 − 𝐷�∇𝑛�� = 𝛼𝑛S|𝑣S| − 𝑟S�𝑛S𝑛� − 𝑟��𝑛�𝑛�, 

(14) 

𝜕𝑛�
𝜕𝑡 + ∇ ∙

(−𝑛�𝜇�𝑬 − 𝐷�∇𝑛�) = 𝜂𝑛S|𝑣S| − 𝑟��𝑛�𝑛�,				(15) 

∇ ∙ (𝜀R𝑬) =
𝑒
𝜀�
�𝑛� − 𝑛S − 𝑛�� +

𝑒
𝜀�
𝜎𝛿�,															(16) 

where 𝑛	is the plasma density, 𝜇 is the charged particle mobility, and their 
subscript e, p, n denote the electron, the positive ion, and the negative ion, 
D, 𝛼 and 𝜂 are the coefficients of diffusion, ionization and attachment, 
𝑟S�  and 𝑟��  are the recombination coefficients of electron-positive-ion 
and positive-negative-ion, respectively. In Eqn. (15), 𝑒 is the elementary 
charge, 𝜎 is the surface charge density similar to the boundary condition 
of 𝑄%,o in Eqn. (10), here it is expressed by the Dirac function 𝛿�. 𝜀� 
and 𝜀R  are the vacuum and relative permittivity of the dielectric layer, 
respectively. The ionization and attachment coefficients and electron 
mobility are calculated by the BOLSIG28 simulation software assuming the 
ambient gas is air (N2:O2 = 0.8:0.2). Other coefficients and parameters, 
partly shown in Fig. 3(b) keep the same with the work of Nishida et al..24 
  In the computation of electrohydrodynamic (EHD) force, as we call the 
body force, can be obtained by solving Eqn. (12-15), see details in the 
previous work of Nishida et al..9,24,29 With the assumption in the previous 
studies, the body force is equal to the rate of momentum transfer per unit 
volume due to collisions,22,23,29  

𝒇 = 𝑒�𝑛� − 𝑛S − 𝑛��𝑬 − �
𝐷�
𝜇�
∇𝑛� +

𝐷S
𝜇S
∇𝑛S +

𝐷�
𝜇�
∇𝑛��,			(17) 

on the right side, the first term of which is dominant in current condition, 
also correspond to that in Eqn. (1). Therefore, the unipolar 
region of the discharge plasma is the main region which contributes to the 
EHD force. 
 
2.4 Numerical approaches 
  To solve the 2D Navier-Stokes equations in Eqn. (2)-(5), we employ a 
compressible fluid analysis solver, LANS3D.30,31 In the present research, all 
the spatial derivatives are obtained with a sixth-order compact difference 
scheme,32 and lower-upper symmetric alternating direction implicit and 
symmetric Gauss-Seidel (ADI-SGS)33 method is utilized for time 
integration. Near the boundary, second-order explicit difference schemes 
are used because of the unavailability of high-order compact difference 
scheme. Tenth-order filtering32 is applied with a filtering coefficient of 
0.42. The non-dimensional time increment, which is normalized by the 
reference velocity and chord length, is set to 1 × 10�� in order to match 
the input frequency of the transient body force of the D-D model. 
Correspondingly, the Courant–Friedrichs–Lewy (CFL) number is less than 
approximately 2.0. On the surface of the flat plate, no-slip and adiabatic 
conditions are imposed. At the inlet, zero velocities are assigned. 

  As to the body force computing in the D-D model, our current work 
largely follows the work of Nishida et al.. 9,24,29 The drift terms in Eqn. (13)–
(15) are evaluated by the upwind scheme using the MUSCL interpolation, 
and the diffusion terms are evaluated by the central difference scheme. The 
Poisson equation (16) is solved by the successive over-relaxation (SOR) 
method with the semi-implicit technique. The time integration is conducted 
by the implicit scheme, with the constant time increment of 2 ×
10���	[𝑠],  which is less than the adaptive value using CFL condition in 
24,29. Due to the complexity of the charged-particle simulation, the timestep 
of D-D model is several orders smaller than that of computational fluid 
dynamics (CFD). We compute 4.5 discharge circles by D-D model, and 
select 3 periods (1.25𝑇�l�S  to 4.25𝑇�l�S ) for phase-averaging input, 
which contains 1000 transient body force fields in one discharge cycle, 
while the S-H model employs a sine-varying body force field for transient 
input, see Fig. 2(a). The timestep of the input frequency matches that in 
CFD simulation in real scale. 
  The 2D computational domains and grids are shown in Fig. 3(a), 
including the body-force computation and CFD, of which the grid 
resolutions are 600 × 250 (red frame) and 873 × 416 (background), 
respectively. The sensitivity tests of grid resolution in both cases were well 
implemented in the previous studies.20,24 As to the boundary conditions in 
CFD, no-slip and adiabatic conditions were imposed On the surface of the 
flat plate, and zero velocities are assigned at the inlet. The detailed 
configuration of DBD-PA in the D-D computational domain is shown in 
Fig. 3(b). 

 
Fig. 3. (a) Domain incorporation of the body-force computation 

(highlighted) into CFD (background). (b) Configuration of the plasma 
actuator (yellow denotes the exposed and covered electrode, grey 

denotes the dielectric layer), and physical parameters for D-D model. 
 
2.5 Computational setup of DBD-PA 
  The flow field is assumed to be globally quiescent and laminar above the 
flat plate. The Reynolds number is 63,000, the Mach number is 0.2, the 
specific heat ratio (𝛾) is 1.4, and the Prandtl number (Pr) is 0.72, assumed 
to be the same as those used in the previous simulation16 and experiment 
setup.20 
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  As it shows in Fig. 4, a sinusoidal form 0.5𝑉��sin	(2𝜋𝑓�l�S𝑡) of AC 
power is applied on the electrodes, of which the peak-to-peak amplitude 
(𝑉��) is set to 7kV, 10kV, 12kV and 20kV for the D-D models, and the base 
frequency (𝑓�l�S) is 10000Hz. As to the S-H model, 𝐷% in Eqn. (12) is set 
to 0.0117 in this study corresponding to 𝑉��  = 7kV, of which case is 
experimentally validated in the previous study.20 
  Both continuous and burst modes are employed as the input modes of 
body force in D-D and S-H models. DBD-PA is permanently activated in 
the continuous mode, and periodically activated in the burst mode with the 
burst frequency 𝑓� = 500 [Hz]. Burst ratio (BR) is 0.1, which means a 
single burst contains two periods of the discharge cycle. Note that 𝐹� and 
𝐹�l�S are the normalized values of burst and base frequency, respectively. 
All the cases simulate up to 30T, it means the simulations have run 30 burst 
periods, 0.06s in real scale, see Fig. 4. 

 
Fig. 4. Schematic diagram of a bursting wave input signal. 

 
3. Results and discussions 
  Body force term as we show on the right side of Eqn. (3) and (4) are 
computed by the D-D model and the S-H model. Fig. 5 shows the first two 
cycles of the spatial integrated EHD force. The S-H force is proportional to 
the function of sin	(2𝜋𝜔𝑡), and the force peak is quite close to that of the 
D-D force at 10kV. The remarkable difference of the D-D forces between 
the positive-going and the negative-going voltage can be observed, 
although that of the discharge density is not shown in this study. Both 
positive and negative-going phases show the positive body force, which 
agrees with other simulation results,23,24 however, in the negative-going 
phase it shows the much stronger instantaneous push/push forces at a few 
moments, the two force peaks approximately appear at both the ends of 
positive-going (2/4 𝑇�l�S ) and negative-going phase (4/4 𝑇�l�S ). 
Similarly, the instantaneous D-D body force fields in the right column of 
Fig. 6 also show that phenomenon.  
  Fig. 6 further compares the averaged body force distribution of the S-H 
model, as well as the D-D models at the varying applied voltage. The 
discharged area increases with the applied voltage in the D-D model, in 
other words, more plasma is induced with the increasing voltage. It is 
worthy to note that the D-D model at 7kV has a similar area of 𝑆m > 0.1 
compared with that of the S-H model, however, 𝑆m decreases faster with 
the distance from the end of the exposed electrode. As to the entire induced 
area of plasma (𝑆m > 0), the area of the D-D model at 10kV is most close  
to that of the S-H model. 
  It is quite straightforward to relate the body force production with the 
induced flow field, especially in quiescent air. Fig. 7 shows the horizontal 
velocity fields in the continuous mode, computed with the pre-simulated 
body force of the S-H model and the D-D models. The S-H flow field 
experimentally corresponds to the case at 7kV, however, shows much 
weaker induced velocity in Fig. 7. It is probably caused by the 
underestimated ionization effect of D-D model at such a low applied 

voltage, and also can be caused by the simplicity of the S-H model in the 
body force distribution. This can be remained as an open question for 
further optimizing the body force model. In the present study, we mainly 
focus on the hydrodynamic effect of the D-D model, and the D-D model at 
10kV show a similar flow field as that of the S-H model better when we just 
look at the flow fields in Fig. 7. 

 
Fig. 5. Time history (two periods) of the dimensional area-integrated 
EHD force in the computing area, using the S-H model and the D-D 

model at 7kV, 10kV, 12kV and 20kV. The corresponding AC voltage is 
also plotted. 

 

 
Fig. 6. Horizontal body force field in the gas layer above the 

entire covered electrode. 𝑆m is the non-dimensional horizontal force. 
The left column is the averaged field of S-H model, and D-D model at 
7kV, 10kV, 12kV, 20kV. The right column is the transient field of D-D 

model at 10kV. 
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Fig. 7. Horizontal induced velocity fields obtained from CFD. Here 
𝑈/𝑈RST is the non-dimensional velocity. 

 
  The flow fields in Fig. 7 seems to be quite initial states, in which the 
starting vortices are still in the body force domain. The vortices will keep 
moving to the downstream, and the flow fields achieves convergence when 
the induced flow becomes a steady wall jet. In this study, the time duration 
in current simulation is only up to 0.06s, which is far from the convergent 
state compared with the experiments.34 The future work may spend more 
computational time to reach the convergent state, based on that, the 
comparison results may be different. 
  Velocity profiles in Fig. 8 show more detailed flow fields for model 
comparison. The results are also obtained in the continuous mode. It is 
obvious to see that both the S-H and the D-D models in all the cases reach 
the maximum velocity near 𝑥/𝐿RST= 0.05, one exposed-electrode length 
away from the downstream edge. The velocity profiles of the D-D model 
at 10kV have the best agreement with those of the S-H model at most 
streamwise locations. At the edge of the exposed electrode 𝑥/𝐿RST= 0, all 
the D-D cases have the local maximum velocity much closer to the wall 
than that of the S-H model, see the inner window. Similar to the results in 
Fig. 7, the velocity profile of the D-D model at 7kV still shows weak 
induced flow, specifically, smaller driven area compared with the S-H 
model with Dc = 0.0117. The D-D models at 12kV and 20kV induce much 
stronger flow due to the larger discharge area shown in Fig. 6. 
  Is D-D based induced flow really weak at 7kV? As the four streamwise 
locations seem not to be enough for a detailed flow structure, we search the 
global maximum velocities in the fields, which are shown in the bottom half 
of Fig. 9. The global maximum velocity of the S-H case is smaller than 
those of all D-D cases. Moreover, in the top half of Fig. 9, the location of 
maximum velocity of S-H case is much further away than those of D-D 
cases. 
  In summary, we notice that the induced flow simulated by the D-D model 
at 7kV is not locally weak in the maximum horizontal velocity, however, 
due to the much smaller distribution area of body force, less flow is driven, 
thus the induced flow is weak in the downstream.  

 
Fig. 8. Horizontal velocity profiles plotted at 𝑥/𝐿RST= 0, 0.05, 0.10 

and 0.15, these locations are showed with the white dashed lines on the 
top. Red line ‘S-H-dc117’ denotes the S-H model with Dc = 0.0117, 
and black lines denote the D-D models at different applied voltage. 

 

 
Fig. 9. Global maximum velocity (horizontal). Magnitude (lower) and 

location (upper) in S-H and D-D cases. 
 
  To comprehensively compare the two body force models, we consider 
the area integration of the induced momentum, which combines the 
magnitude and the distribution area of the induced flow, and is defined as 
follows: 

𝑀 = � �
1
2𝜌𝑈

 K(𝑥, 𝑦)𝑑𝑥𝑑𝑦,
£S

£�

mS

m�
														(18) 

here 𝑈  = 𝑈/𝑈RST is the non-dimensional velocity, xs, xe, ys, ye form a 



The 33rd Computational Fluid Dynamics Symposium 
Paper No. E02-3 110 

 

Copyright © 2019 by JSFM 6 

rectangular window ( ≈ 0.4𝐿RST ∗ 0.25𝐿RST ) for calculating the 
momentum in it. The results are obtained in the simulations of burst mode, 
shown in Fig. 10. All the case simulates 20𝑇�¦R�§ from the beginning, but 
the D-D cases only plot the second half. Momentum increment (∆𝑀) is 
observed during every single burst, it can be regarded as the power input by 
the PA-induced body force through the computation of the D-D model and 
S-H model.  

 
Fig. 10. Area integration of momentum (M). 

  Again, as we mainly focus on the hydrodynamic effect of the two models, 
∆𝑀 is thought to be the best candidate to evaluate the body force model. 
Fig. 10 shows M generally increase faster in S-H case, up to 𝑡 = 20𝑇�¦R�§, 
∆𝑀 in S-H case and D-D 10kV case agrees well. The decrease of M is 
caused by the viscous dissipation, although D-D cases show different 
profiles in the decrease, this phenomenon is beyond the scope of our current 
study. 
 
4. Conclusion 
  In the present research we conduct the simulations of both the body force 
induced by DBD-PA and the induced flow field. As to the body force model, 
the Suzen-Huang model and the drift-diffusion model are compared. S-H 
model with Dc = 0.0117 is well validated with the previous experiment,20 
in which the applied voltage is set to 7kV. The body force of the D-D model 
is more unsteady, locally stronger and the distribution is more compact than 
that of the S-H model. The velocity contours and the velocity profiles show 
that the D-D model at 10kV produces the most similar flow fields in the 
downstream. D-D model at 7kV generates high maximum horizontal 
velocity, at the location quite close to the edge of the exposed electrode, 
however, the driven area is much smaller than that of the S-H model. Finally, 
we consider the momentum increment in the burst mode of DBD-PA to 
evaluate the power input and the hydrodynamic effect of the two body force 
models. The D-D model at 10kV has the best agreement with the S-H 
model, while at 7kV the D-D model may underestimate the ionization effect 
or the three-dimensional effect,24 which needs further investigation by 
experiments. Additionally, in order to obtain a fully developed flow field, 
the computational time of the present research need to be extended in the 
future work. 
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