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In the present paper the numerical model of the one-dimensional gas-solid two-phase chemically reacting flow is
considered. The physical problem is modeled using the continuum mixture theory. Both continua are described by
Euler equations and their mechanical and thermal interaction is represented by appropriate source terms. The
numerical solution is obtained using time splitting technique and application of contemporary numerical methods.
The model is applied for computation of initiation and propagation of detonation waves in the mixture consisting of
aluminum particles suspended in the oxidizing atmosphere. The model of heterogeneous combustion, although
simplified, includes production and destruction of several products of aluminum combustion. The computations show
an influence of e.g. an initial solid phase concentration and particle diameter on the characteristic parameters of the
detonation.

Introduction
Multi-phase flows are commonly observed in nature and

industrial applications. Such phenomena as the bubbly flow in the
pipes of nuclear reactor, detonation of the dust-methane-air
mixture in coal mine or the motion of the volcanic ashes in the
atmosphere are simple examples. These cases illustrate the great
variety of time and spatial scales associated with such process as
well as the diversity and complexity of the associated phenomena.
Short, but of course incomplete list contains homogeneous and
heterogeneous chemical reactions, vapor condensation, liquid
evaporation, solid phase sublimation and/or decomposition under
high temperature, heat transfer between both phases, etc.

The research on multi-phase flows is of great importance to
the industry due to dust explosion hazards, its prevention, and
mitigation of its effects. In many technological processes, the gas-
solid or gas-liquid mixture is created during pneumatic transport
of various materials. Such mixtures very often contain large
amount of very fine particles and can be characterized by high
surface/volume ratios. In case of flammable materials such
mixture can have a strong ability to ignite and combust. For
power-intensive substances detonation can be obtained and its
destructive power observed.

Unfortunately the knowledge about laws that govern such
phenomena is very limited due to high complexity of the
phenomena and experimental difficulties. The problem of
detonation in gas-solid two-phase mixtures has been analyzed by
many researchers (see e.g. [1-8]). In many cases the resources,
size of the apparatus, measurement methods and other aspects
were strong limiting factors in such studies. Especially the high
cost and time needed for experimental research are the
“supporters” of the numerical model development.

Contemporary computer simulations are considered as a
future supplement or even replacement for expensive and time-
consuming experiments. They offer much higher flexibility and
the possibility to “repeat” computational experiments in exactly
the same conditions. They can be used for validation of theoretical
models and investigate the influence of various parameters on the
behavior of the whole system. It is also expected that numerical
simulations can give additional information about modeled
process that is difficult to obtain from experiments.

However each numerical experiment will depend on the set

of physical parameters of modeled phenomena (see e.g. [5-8, 10-
14]). These factors have to be validated and their influence on the
results analyzed and compared with experimental data.

In this paper, we numerically investigate the influence of
various parameters on the initiation and propagation of detonation
in two-phase mixtures.

Modeling
The mixture consisting of solid particles suspended in

oxidizing atmosphere is usually modeled using the continuum
mixture theory. Various models and formulations can be found
elsewhere (see e.g. [9-14]). In the present analysis the system of
equations used by Benkiewicz et al. [14] (non-compressible solid
phase, 2-temperatures, 2-velocities model) is employed. The one-
dimensional case is considered. Although the particles are small
and non-interacting their volume is not neglected. Such
assumption, although very common, is not needed, because it does
not simplify significantly the system of equation. It is also difficult
to find reasonable criteria when this factor is negligible and when
it is not.

The motion of each phase is described using Euler equations
and their interaction is represented by appropriate source terms:
the mass, momentum, and energy exchange. The system of
equations can be written in a vector form as:
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where:
T – independent time coordinate,
z – independent spatial coordinate,
k – number of species,
Y1..Yk – mass fraction of species,
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ρg – gas phase density,
ug – gas phase velocity,
Eg – total gas phase energy (thermal and kinetic),
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∆hf298i – formation enthalpy at T=298 [K] for i-th

component,
Cpgi(T) – specific heat at constant pressure at T for i-th

component,
pg – gas phase pressure,

ggg T
M
Bp ⋅⋅= ρ

B – universal gas constant,
M – gas phase molar weight,
Tg – gas phase temperature,
ρs – solid phase density,
φs – solid phase volume fraction,

volumetotal

volumephasesolid
s =φ

us – solid phase velocity,
Es – total solid phase energy (thermal and kinetic),
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∆hf298s – formation enthalpy at T=298 [K] for solid
phase,

Cvs(T) – specific heat at constant volume at T for solid
phase,

Ts – solid phase temperature,
n – particle number density (number of particles

divided by the total volume of the mixture),
∆c – mass exchange between both phases,
δ – drag force coefficient,
H – heat transfer coefficients,
ξ1...ξk – fractions of the total mass exchange between

both phases that are transferred to each
species,
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iω – species source/sink due to homogeneous
chemical reactions,
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F – particle source/sink function (here: f=0),

As one can find from the system of equations (1) it describes the
mixture consisting of solid/liquid particles suspended in k-
component gaseous atmosphere. The gas phase obeys the ideal
equation of state, but the species thermal properties are functions
of the temperature (see Kee et al. [15]). The viscous, diffusion and
heat conduction terms are omitted. Solid phase internal energy and
specific heat are also temperature-dependent and already include
all phase transitions (melting, evaporation). The interaction terms
∆c, δ, and h depend on the flow field properties and particle
diameter d. The particles are assumed to be spherical and uniform
in size within the computational cell. The average particle
diameter d can be calculated from:
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The drag force d and heat transfer coefficient are calculated using
the following formulas:
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where the drag force coefficient Cx is calculated form equations
proposed by Henderson [16], and Nu is a Nusselt number obtained
from Hoglund et al. [17]. λg is a heat conduction coefficient in gas
and can be calculated using relations described in Kee et al. [15].

The mass transfer ∆c describes the mass exchange between
both phases and is a problem-specific term. Its form is strongly
dependent on the material characteristics and accessible
experimental data. Unlike the other parameters and functions this
term is associated with the very high uncertainty and introduces
the largest inaccuracy into the model. In the case of homogeneous
chemical reactions there are many popular, reliable and well-
verified detailed chemical kinetics sub-models. There are also
some global models that in certain conditions sufficiently describe
the chemistry without significant increase of computational costs.
For the heterogeneous chemical reactions, evaporation or
condensation process such models either do not exist or are very
rough approximation to the experimental data. This is caused
mainly by much higher complexity and very limited knowledge
about heterogeneous chemical reactions, as well as experimental
difficulties in such studies.

A good example of “difficult” material is aluminum and its
oxidation in various atmospheres (see [5-8, 13-14, 18-26]). Many
research show that aluminum burns in gaseous phase and that this
process should or is controlled by the diffusion. On the other hand
aluminum particles easily cover with an oxide that protects
particle from further oxidation. This covering oxide layer may
crack due to thermal expansion of the aluminum core and disrupt
the d2-law that usually describes diffusion-controlled
combustion/evaporation. This is accompanied by other
phenomena such as phase transition in metal, aluminum oxide
condensation on the aluminum droplets or non-existence of
aluminum oxide in gaseous phase. This causes high scatter of
combustion related data such as ignition temperature or burning
law (compare e.g. [5, 18-26]).

There is also the possibility to employ pure kinetic model
such as in Liang et al. [26]. Unfortunately the reference [26] does
not quote the whole data about considered reactions (forward and
backward reaction rate coefficients) and used for the
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computations.
As one can find from the published results the aluminum

combustion is quite complex. For our purposes we apply very
simple empirical combustion law used by [5, 8, 13]. The induction
time is modeled by the assigned ignition temperature Tign, while
the mass transfer (solid/liquid aluminum consumption rate) is
described as:

( )Re276.01
3

⋅+⋅
⋅⋅

=∆
τ

ρφ ssc   for igns TT ≥  (5)

where Re is a relative Reynolds number based on particle diameter
d and the velocity difference between both phases (|ug-us|). τ is a
characteristic time of combustion defined by:

9.0
2

2
0

OX
d

K ⋅=τ                 (6) 

where K=4.106 [s/m2] (for aluminum), d0 is initial diameter of
particles and XO2 is the initial mole fraction of O2 in the gas phase.
This law is very simple but computations by Borisov et al. [5],
Khasainov et al. [13] and Veyssière et al. [8] were very successful.

In this research we assume that the Eqs. (5) and (6) are valid
independently on the possible reaction mechanism and that they
describe the solid/liquid aluminum consumption rate. The
considered possible reaction products are oxygen (O2), aluminum
monoxide (AlO), aluminum oxide (Al2O3) and gaseous aluminum
(Al). The last two can contribute to the gas phase internal energy
and specific heat, but due to the lack of transport data it is
assumed that they do not contribute to the gas viscosity and heat
conductivity. Although aluminum oxide does not exist in gas
phase it is assumed that it can be present in the form of very fine
particles that behave as a gas and are treated as a gaseous
component. Aluminum can appear in gaseous form by evaporation
of liquid aluminum and when there is not enough oxygen to burn
it with. Depending on the gas phase properties (temperature),
aluminum vapor can be burnt into Al2O3 or AlO. This reaction is
assumed to be infinitely fast.

Additionally it is assumed that if the gas phase exceeds some
limiting value Tdecomp, then the aluminum oxide decomposes into
aluminum monoxide and oxygen:

232 2
12 OAlOOAl +→                (7)

This effect was directly included by Borisov et al. [5] in the
equation for heat release because it is endothermic one and
prevents from obtaining excessive temperatures. In our approach
the heat of reaction is not used explicitly, since the internal energy
includes formation enthalpy and the aluminum oxide
decomposition is assumed to be proportional to the term:
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decomp exp1ω  for decompg TT ≥  (8)

This formula may seem to be in some contradiction to
Arrhenius type law, but one has to remember that this equation
does not describe here any chemical kinetics. The reaction (7) is
endothermic and it is included in order to introduce some
feedback effect (but present in reality!) and to limit the maximum
temperature of the combustion products. For high overheating (Tg-
Tdecomp) the equation (8) tends to be some asymptotic value and
does not increase the stiffness of the source terms, but still plays
effectively the role of temperature moderator. The parameters in
Eq. (8) have yet to be confirmed in our computations and
compared with experimental data.

Computational technique
The set of equations is solved using the time splitting

technique because it allows for application of the most suitable or
easily accessible solvers for each problem. The Strang-type
interleaving of PDE and ODE solvers is employed:
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where the operator LPDE describes the solution of homogeneous
PDE:
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and LODE describes the solution of the source terms using ODE
solver:

S
dt

dULODE =:                 (11)

Simple analysis of governing equations shows that
conservative part of Eqs. (1) can be split into the “gaseous” and
“solid” part because the parameters of both phases do not depend
on each other. This allows for application of different methods for
each phase.

For the gas phase the Harten-Yee flux modified TVD
method with MINMOD limiter is applied, because it has been
found to give the most satisfactory results for pure gas phase flow
problems (sharp shocks and small smearing of the discontinuities).
For the purpose of this research the whole eigenstructure of the
system of equations for the multi-component gas phase has been
obtained. The details can be found elsewhere [27-29].

More problems can be found in the case of solid phase
equations since they do not contain phase pressure. They have the
complete system of real eigenvalues, but do not have independent
eigenvectors and following this, this system of equations is
hyperbolically degenerate. In order to be able to use here
contemporary high-resolution TVD numerical methods we have to
find the numerical method that do not use eigenvectors, but still
can give TVD-type solution. For our case the Godunov-type
MUSCL-Hancock (van Leer) TVD numerical method (see Toro
[30]) and a “good” approximate Riemann solver are applied.
Figure 1 presents the initial data and Fig. 2 shows possible
solution patterns of the Riemann problem.

Since this system of equations is hyperbolically degenerate
then one obtains only 2 waves (defined by velocities ul and ur)
characteristic to the states on the left (Ul) and right (Ur) side. If
one considers expansion, then ul<ur and the particles move away
from each other. If ul>0 and ur>0 (Fig. 2a) then the solution is the
left state: F*=F(Ul). Similarly, if ul<0 and ur<0 (Fig. 2b) then the
solution is the right state: F*=F(Ur). If ul<0 and ur>0 (Fig. 2c)
then the solution is the vacuum F*=0. If we now consider
compression then ul>ur and the particle are approaching each
other. If ul>0 and ur>0 (Fig. 2d) then the solution is the left state:
F*=F(Ul). Similarly, if ul<0 and ur<0 (Fig. 2e), then the solution is
the right state: F*=F(Ur). The case when ul>0 and ur<0 (Fig. 2f) is
the most difficult and we propose the following solution:

( ) ( )rl UFUFF +=*              (12)
Similar solvers can be found in Collins et al. [31] and Saurel et al.
[32].

This Riemann problem solver may be used only for limited
number of cases. Such solver will give the incorrect solution if
particles have high inertia and do not follow the gas motion, or if
the gas pressure is very low. In such cases the drag force is not
able to decelerate particles fast enough (motion relative to the gas).
If one considers two identical clouds of particles moving against
each other with the same velocity then the continuous approach
will give solid wall made of particles, while in practice both
clouds may cross each other almost without interaction. This is
because the continuum model uses some integral variables (e.g.
concentration and momentum), while in reality each particle has
its own mass and vector of velocity. In addition two crossing
clouds of particles have higher energy when considered as a
discrete one than when assumed as continuum. The difference is
the kinetic energy that “disappears” when the average momentum
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in the cell is used. If the interaction (drag) from the gas phase is
sufficiently high then the particles are easily decelerated and
aforementioned problems are not so sevre (but still do exist).

Saurel et al. [32] proposed splitting the particles into left-
moving and right-moving families. This automatically solves the
crossing clouds of particles and their energy problem.
Unfortunately this approach introduces additional equations and in
the multi-dimensional case it may be more complicated procedure.
It may be prohibitive if one wants to model more real cases and,
for example, to consider many groups of particles with different
initial diameters.

The ordinary system of equations (11) describing the
interaction between both phases is solved using 4-th order Runge-
Kutta method. It is effective and very simple in implementation,
but it also low accuracy method. In a newer version of the code
the popular and reliable VODE (DVODE) procedure from
CHEMKIN-II package is used.

Results
In these studies we analyze influence of various factors on the

calculated propagation of the shocks and their transition to
detonation waves. Shock-tube like experiment is considered. In all
cases the same strong shock (direct initiation) is used as the initial
condition (see Table 1.).

Parameter: Left side: Right side:
Pressure [bar]: 100.0 1.0
Temperature [K]: 2000.0 300.0
Velocity [m/s]: 0.0 0.0
Gas phase composition Yi [1/1]:

O2
Al(g)
AlO

Al2O3(g)

1.0
0.0
0.0
0.0

1.0
0.0
0.0
0.0

Solid phase: Aluminum
Grid size [mm]: 2.0
Boundary conditions: Reflective Non-reflective

Table 1. Initial conditions.

The grid system is moving with shock/detonation front so if
the shock front is close to the right boundary then the whole grid
moves (“jumps”) to the right. As an effect the grid no longer
contains the initial point of symmetry and the left boundary
condition changes to non-reflective one.

The example of the detonation front profile at t=25.0 [ms] is
shown in Figs. 3-7. The initial concentration of solid phase is
cs0=500 [gm/m3], the particle diameter is equal d0=5 [µm], the
ignition temperature is Tign=1350 [K] and the decomposition
temperature: Tdecomp=3250 [K]. The peak pressure is equal to
pg=48.1 [bar] and the detonation wave velocity is equal to
D=1625.6 [m/s] which is within the range of theoretical and
experimental values obtained by Borisov et al. [5]. The wave is
not steady state, but it is oscillating around some average value.
The sudden drop in the solid phase temperature (Fig. 4 – dashed
line) and velocity (Fig. 5 – dashed line) is the result of the
complete consumption of the aluminum particles. The
composition of the products (Fig. 7) shows that the aluminum
oxide (green line) is created just behind the detonation front,
where the temperature is below the decomposition temperature
Tdecomp. This leads to fast increase of the temperature and then, to
the change of the combustion mechanism. Farther behind the
detonation front the primary combustion product is aluminum
monoxide (red line). It stabilizes the temperature of the products
close to the decomposition temperature. The decomposition
reaction has small influence on the gas phase composition mainly
due to a small difference between the gas temperature and the
decomposition temperature. Because of high concentration of
oxygen the aluminum vapor does not appear in the combustion
products because it is immediately burnt into either Al2O3 or AlO.

These results are the basis for further comparisons. Figure 8
shows the positions of the detonation fronts for initial
concentrations cs0 ranging from 400 to 2000 [gm/m3]. Higher
initial solid phase concentration means that more energy can be
released due to chemical reactions and stronger wave can be
obtained. For example, for cs0=400 [gm/m3] the peak pressure is
equal to pg=43.97 [bar], while for cs0=2500 [gm/m3] the peak
pressure increases to pg=67.63 [bar]. From the Fig. 9 it seems that
it approaches some maximum value at about cs0=2500-3000
[gm/m3]. For higher initial concentrations it may decrease as an
effect of reduced or insufficient concentration of oxidizer, as well
as increased drag force from incompletely burned particles and
higher heat sink to the solid phase. Figure 10 presents the
dependence of detonation velocity on the initial solid phase
concentration. The increase of solid phase concentration slows
down the detonation wave. It is caused by increased drag force
and heat sink to the solid phase due to higher number of particles.
Following this also the development of the detonation wave is
prolonged. The heat exchange between both phases is of major
importance because it has direct influence on the heating and
ignition of solid aluminum. Similar simulations with larger
particles (d0=15 [µm] in diameter) do not lead to detonation
because the particles have high thermal inertia. Additionally in the
case of larger particles the heat transfer is much slower. In these
conditions particle do not reach the ignition temperature and the
detonation cannot develop. This is in agreement with experimental
results. For example Borisov et al. [5] noticed that even very
strong initiator (125 gm-TNT charge) was not able to initiate
detonation in the aluminum-oxygen mixture if the particle size
exceeded 10 [µm]. Unfortunately for initial concentrations less
than 400 [gm/m3] we were not able to obtain transition to
detonation. The reasons have to be investigated in our future
research.

The influence of initial particle diameter on the detonation
wave propagation at t=5 [ms] is shown in Figs. 11-13. Two cases
are analyzed: d0=5 [µm] (red) and d0=10 [µm] (blue line). The
initial solid phase concentration was cs0=1000 [gm/m3]. In both
cases the pressure profiles (Fig. 11) are almost the same. Slightly
higher and peak pressure in the case of larger particles may be
attributed to higher solid phase concentration (see Fig. 13) in this
region. This peak in solid phase concentration is caused by the
moving detonation wave and associated gas-solid interaction due
to the drag force. Small difference in the position of the detonation
front suggests that particle diameter has minor influence on the
detonation velocity, providing that it is sufficiently small to allow
for development of the detonation. In case of larger particles we
can observe small induction period just behind the initial jump in
gas phase temperature (Fig. 12). This time and space are needed
for heating the particles to ignition temperature. In case of small
particles the induction period is not visible and it suggests that
much finer grid is needed to obtain good resolution of the
induction region. For example some Automatic Mesh Refinement
method may be used in this region. In both cases the phase
transition of the aluminum (melting) is very fast and not visible in
the solid phase temperature profiles (not presented here).

In the present simulations the correct description of the
combustion is crucial to the proper modeling of the detonation
process. Unfortunately there is a high scatter of aluminum
combustion related data in the literature (see e.g. [5, 22-24]). For
example the aluminum ignition temperature can vary from about
900 [K] to over 2350 [K], depending on the source in the literature.
The lower the ignition temperature then easier ignition and faster
the development of the detonation should be observed. Figures 14-
16 show the influence of the ignition temperature on the computed
detonation wave profiles. The red and blue lines are the solutions
when ignition temperature is Tign=1000 [K] and Tign=1350 [K],
respectively. From these figures one can conclude that the choice
of the ignition temperature has in practice no influence on the
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propagation of the detonation, but it has influence on its
development. If the ignition temperature is too high, then the solid
phase is not able to reach this point and the detonation cannot
develop (for current initiation condition). Similar simulations with
Tign=1500 [K] do not lead to the development of the detonation
wave.

Since the ignition temperature has small effect on the
detonation, the influence of other effects is considered. The
aluminum oxide decomposition reaction is not very well
understood. In the literature one can find that the temperature at
which Al2O3 decomposes into AlO and O may vary from about
3250 [K] to 4000 [K] (see e.g. [5, 21, 25]). The formula of the
chemical kinetic reaction rate is also not known. Here we try to
analyze the influence of the decomposition temperature Tdecomp and
decomposition rate on the basic properties of the detonation wave.
Figures 17-19 show the pressure, temperature and velocity profiles
(respectively) at t=10 [ms]. The initial solid phase concentration is
cs0=500 [gm/m3], the particle diameter d0=10 [µm] and the
ignition temperature is Tign=1350 [K]. Three cases are considered:
(a) Tdecomp=3250 [K] (green line),
(b) Tdecomp=3500 [K] (red line),
(c) Tdecomp=3500 [K] and the aluminum oxide decomposition rate

100 times higher than in (b) (blue line).
The computations were performed using modified version of

the code that solves the ordinary system of equations (Eq. (11))
using highly accurate VODE (DVODE) subroutine from
CHEMKIN-II package. The results show that increase in the
decomposition temperature leads to faster detonation wave
because more aluminum is burned to aluminum oxide and more
energy is released in the system. The increase of the gas
temperature is obvious since the Tdecomp is automatically the
limiting temperature in the system. If the system exceeds slightly
Tdecomp, then the main combustion product is AlO and Al2O3
decomposes. This leads to the decrease of the temperature. If it
drops below Tdecomp then the aluminum oxide again becomes the
main combustion product and the temperature may again grow.
This process is clearly visible in Fig. 20 that shows O2 (blue),
Al2O3 (green) and AlO (red line) mass fractions for the case (c).
These oscillations are inherently connected to the combustion and
decomposition modeling and probably are not related to the
oscillations in Figs. 17-19. The period of pressure oscillations (Fig.
17) for example is longer than gas composition oscillations (Fig.
20). The peak pressure oscillates between 40 and 70 [bar] and the
detonation wave propagation is not steady state. Although the
peak pressure for case (c) is higher than for case (b) (see Fig. 17),
the increase of the decomposition rate has no visible influence on
the computations, because in both cases the pressure oscillates in
the same range of values.

Unfortunately it was not possible to analyze the cases when
Tdecomp was higher than 3500 [K]. In such cases the gas phase
temperature and heat transfer from gas to the solid are very high
and the particle temperature exceeds the boiling point. The
pressure correction of the boiling point and small overheating
included in our model are insufficient to prevent from such
occurrence. This problem has to be solved in our future studies.

Conclusions
The computer simulations of one-dimensional gas-solid two-

phase flows have been performed. The case of initiation and
propagation of the detonation wave is considered and the
influence of various parameters on these process – analyzed. The
results show, that the major influence on the computed solutions
have the initial solid phase concentration and the combustion
model. The initial particle diameter and ignition temperature are
found to have minor influence on the propagation of the
detonation, but they are limiting factors for its development. Too
big particles or too high ignition temperature may prevent from
the transition to the detonation even if the initiator is quite strong.

On the other hand the decomposition temperature and following
this change of the combustion mechanism have stronger influence
on the system because it automatically limits the energy release in
the combustion process. The decomposition reaction by itself is
probably not very important but the change of the main
combustion product from aluminum oxide to aluminum monoxide
at the decomposition temperature is crucial to the proper modeling
of the detonation process. The chemical reaction model although
simple is only rough approximation to the real process and more
precise chemical kinetics is needed for the analysis of practical
cases.
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Figure 2. Solution patterns for solid phase Riemann problem.
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Figure 3. Detonation front: pressure profile
(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm]).
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Figure 4. Detonation front: gas (solid) and solid phase
temperature profile (dashed line)

(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm]).
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Figure 5. Detonation front: gas (solid) and solid phase
velocity profile (dashed line)

(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm]).
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Figure 6. Detonation front: solid phase concentration profile
(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm]).
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Figure 7. Detonation front: gas phase composition profiles
(O2 – blue, Al2O3 – green, AlO – red line)
(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm]).
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Figure 8. Pressure profiles for various initial concentrations
of the solid phase (t=25 [ms], cs0=400 (light blue),

500 (orange), 750 (green), 1000 (dark blue), 1500 (red)
and 2000 [gm/m3] (black), d0=5 [µm]).
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Figure 9. Dependence of the peak pressure on the initial
solid phase concentration

(t=25 [ms], cs0=400-2500 [gm/m3], d0=5 [µm]).
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Figure 10. Dependence of the detonation velocity on the initial
solid phase concentration

(t=25 [ms], cs0=400-2500 [gm/m3], d0=5 [µm]).
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Figure 11. Comparison of the pressure profiles for various initial
particle diameters (t=5 [ms], cs0=1000 [gm/m3],
d0=5 [µm] (red line), d0=10 [µm] (blue line)).
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Figure 12. Comparison of the temperature profiles for various
initial particle diameters (t=5 [ms], cs0=1000 [gm/m3],

d0=5 [µm] (red line), d0=10 [µm] (blue line)).
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Figure 13. Comparison of the solid phase concentration profiles
for various initial particle diameters (t=5 [ms], cs0=1000 [gm/m3],

d0=5 [µm] (red line), d0=10 [µm] (blue line)).
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Figure 14. Comparison of the pressure profiles for various ignition
temperatures (t=25 [ms], cs0=500 [gm/m3], d0=5 [µm],

Tign=1000 [K] (red line), Tign=1350 [K] (blue line)).
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Figure 15. Comparison of the temperature profiles for various
ignition temperatures for gas (solid) and solid phase (dashed line)

(t=25 [ms], cs0=500 [gm/m3], d0=5 [µm],
Tign=1000 [K] (red line), Tign=1350 [K] (blue line)).
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Figure 16. Comparison of the velocity profiles for various ignition
temperatures for gas (solid) and solid phase (dashed line)

 (t=25 [ms], cs0=500 [gm/m3], d0=5 [µm],
Tign=1000 [K] (red line), Tign=1350 [K] (blue line)).
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Figure 17. Comparison of the pressure profiles for various
decomposition temperatures and rates

(t=10 [ms], cs0=500 [gm/m3], d0=10 [µm],
(a) Tdecomp=3250 [K] (green), (b) Tdecomp=3500 [K] (red), (c)

Tdecomp=3500 [K] and high decomposition rate).
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Figure 18. Comparison of the temperature profiles for various
decomposition temperatures and rates

(t=10 [ms], cs0=500 [gm/m3], d0=10 [µm],
(a) Tdecomp=3250 [K] (green), (b) Tdecomp=3500 [K] (red), (c)

Tdecomp=3500 [K] and high decomposition rate).
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Figure 19. Comparison of the velocity profiles for various
decomposition temperatures and rates

(t=10 [ms], cs0=500 [gm/m3], d0=10 [µm],
(a) Tdecomp=3250 [K] (green), (b) Tdecomp=3500 [K] (red), (c)

Tdecomp=3500 [K] and high decomposition rate).
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Figure 20. Profiles of the gas phase composition
(O2 – blue, Al2O3 – green, AlO – red line)
(t=10 [ms], cs0=500 [gm/m3], d0=10 [µm],

Tdecomp=3500 [K] and high decomposition rate).


